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March 3, 2016

Extract from the PhD thesis Monte Carlo simulations of ultra high vacuum and synchrotron radiation
for particle accelerators/[i)]

1 Introduction

The first version of Synrad+, a tool to simulate synchrotron radiation (SR) in accelerators, was created
by R. Kersevan in the 1990s[2], building on the codebase of MOLFLOWE instead of tracing molecules,
it traced virtual photons and could visualize the flux distribution in the 3D geometry. Using the original
codebase, I have modernized it, both in terms of graphical interface and by optimizing the photon gen-
eration algorithm. While doing this, priority was given to ensure compatibility with Molflow+ presented
in the previous chapter: both programs can read each other’s file formats, and this new simulator -
renamed to Synrad+ - is intended to be used as part of a package helping to calculate the SR-induced
dynamic gas load for vacuum simulations.
Our synchrotron radiation simulations go along the following steps, each detailed later:

e The user defines the optics and the beam parameters of the machine

e The source of the synchrotron radiation, magnetic regions are calculated

Virtual photons are generated from these sources

Ray-tracing is performed until photons leave the system or are absorbed:

— Collisions are found with the chamber wall and photons are absorbed or reflected

— Treating the wall chamber as a smooth or rough surface, reflected photons get a new direction

Results are computed, then visualized within the program or exported for post-processing

2 Defining magnetic regions

To generate photons, we require at least one source. We could choose from several possibilities for
defining it, depending on what we request as input from the user and what we calculate internally.

Usually an engineer performing a SR simulation knows the beam parameters and the optics of a
machine, therefore in Synrad+ instead of the complete beam trajectory - we ask the user to set up a
so-called magnetic region: a volume where the magnetic field is known at every point. This magnetic
field can be defined either directly (coordinate-wise, using either absolute or beam length coordinates),
or by describing common optics elements. Supported elements include:

e Dipoles
e Quadrupoles
e Analytic magnetic fields (for helicoidal, sinusoidal or other periodic structures)

When using these elements, their macroscopic properties (size, strength, orientation) are input by
the user and the magnetic field is calculated within Synrad+.

*CERN, marton.ady@cern.ch
IMOLFLOW is the original UHV simulator written by R.Kersevan in the 1990s, and the modern version is intended to
be distinguished by being renamed to Molflow+



Table 1: Quadrupole parameters in Synrad+

Z angle with real-world XZ plane (pos. towards Y)

Z angle with real-world YZ plane (neg. towards X)

rot quadrupole focusing plane rotation around Z respective to X
K Dipole strength, in T/m

™ L

e In case of dipoles, the magnetic field is constant.

e For periodic structures, such as wigglers, helicoidal and sinusoidal elements, the description is
analytic.

e As for quadrupoles, to determine a points magnetic field, we transform the real-world X, Y, Z
coordinates of the point into the quadrupoles own coordinate system. If Z’ is the quads axis, and
X" and Y’ point from the center of its entrance to the standard quadrupole focusing/defocusing
directions (in center between the southern and northern magnet poles), we define the parameters
in Table [T} shown in Fig[T}

First we transform the P point coordinates to the quadrupoles own coordinate systemE|

Then, with the P and P; local coordinates obtained, we can express the magnetic field in the
quads coordinate system: if the point is inside the quadrupole of length L (0 < P, < L), then

B,=-K-P,
B, =-K-P,
B.=0

otherwise the magnetic field is 0.

Then we get the real-world magnetic field coordinates by an inverse transformationﬂ

Apart from the magnetic field, we need the following properties for a fully defined source:
e Start position and starting direction of the beam at the first point of the region
e Region limits

e Beam properties, such as:

2 We calculate the offset of P compared to the quadrupole’s entrance:
dX = Tp — Tcenter
dY = yp — Ycenter
dZ = zp — Zcenter
Then we transform P coordinates to those of the quadrupole:
P!/ = dX * cos(B) + dZ * sin(B)
P,/ = —dX *sin(«) *sin(8) 4+ dY * cos(a) + dZ * sin(a) * cos(8)
P, = —dX * cos(a) *sin(f) — dY * sin(a) 4 dZ * cos(c) * cos(f)
P! = PJ % cos(rot) + P,;' * sin(rot)
Py = — P, xsin(rot) + P,/ * cos(rot)

3 To get the By,By,B. coordinates from B.,By,B.:
By = B, * cos(rot) — By, sin(rot)
B,/ = B, * sin(rot) + By * cos(rot)
By~ .
By = By * cos(8) — By *sin(a) * sin(8) — BY * cos(c) * sin(8)
By = B,/ * cos(a) — BY * sin(c)

B. = By *sin(B) + By *sin(a) * cos(8) + By * cos(a) * cos(8)



Figure 1: Left: quadrupole coordinate systems «, (3, rot angle definition
Right: point definition in quadrupoles coordinates

— Particle type
— Energy

— Current
e We can assume that a beam is ideal (has no width), otherwise we define:

— Emittance
— Horizontal/vertical coupling
— Energy spread
— The Beta and horizontal dispersion (Eta) functions, coordinate-wise
We use the dipole approximation: we consider the beam as a succession of tiny dipoles, each
having its own direction and curvature. The advantage is that the resulting synchrotron radiation can
be relatively easily described analytically, and a fast photon generation algorithm can be implemented.
At the same time, this approach isnt suitable for coherent sources such as undulators, where interference
modifies the SR pattern substantially.
Starting from the first point in the region, our code calculates successive ones with the user-defined

step length, until the region boundary is reached. For each new point, we calculate the following prop-
erties:

2.1 Location, curvature and beam direction

We first determine the Lorentz force: o B
FL =qU X B

Then we calculate the curvature p using the practical formula [S]Et

_ . ElGeV]
Plml = o3 B

By, = /1B - B2 = \/IBI* - |lol| B

Then the offset dL to the next points position can be calculated as

£l

where

dL = dL.v
and the next points direction v* is obtained by rotating v around

O=vxp

4HFLHstands for a unit length vector parallel to Fy,, while }FL| is the length of F,
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Figure 2: Notations for trajectory step calculation (in this figure we assumed a positive charge particle)

axis by

2.2 Beam width and divergence

We describe non-ideal beams probabilistically: when generating a photon at a given pre-calculated
trajectory point, I choose the starting location with an offset in the plane perpendicular to the (local)
beam direction. This offset follows a bivariate Gaussian distribution, with mean 0 and st.dev. o, and
oy corresponding to the beam horizontal/vertical size, obtained as:
€
€x = 0.
1 + coupling

€, = €, - coupling

o= e B+ (- B2’
Oy

= €yfy
] /.ﬁQ
= (e 5)
0’:116—‘1’
y B,
AE

where 5 is the energy spread, and o), and a; are the st.dev. of the photons directional divergence
due to the beam width, added to the natural divergence of an ideal beam (see later).

At this point, we have our sources in the form of magnetic regions, consisting of a large number of
pre-calculated trajectory points. In the dipole approximation each trajectory point can serve as short
dipole source, individual from the others. In the real world, these dipoles generate a number of physical
photons every second, the exact number depending on the magnetic field, the beam energy and the
current. Our simulations are not time-dependent, so the flux from such a dipole source is considered
constant. During our Monte Carlo simulations, we will generate virtual photons, distributed equally
between these trajectory points.

When generating such a virtual photon, we need to determine the following properties:

e Energy

e Polarization

e Flux (the number of physical photons per second E| it represents)
e Power (the SR power that this flux carries)

e Starting location and direction, as described earlier

These parameters arent independent of each other: for example, as the spectrum of SR is well defined;
choosing a different photon energy will change the flux the virtual photon represents. To determine the
exact relation between these properties, we need to recall the analytic description of SR.

5Usually for Monte Carlo simulations each virtual particle represents a given number of physical ones. In our case, as
the photon flux is constant, each generated virtual photon corresponds to a certain flux, not an absolute number of photons
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Figure 3: Synchrotron radiation spectrum, on absolute and relative scales
Source: [5] (for [3a) and [6] (for

3 Synchrotron radiation properties

3.1 Spectrum

Synchrotron radiation consists of photons of different energy: its wide spectrum is one of the main
advantages of synchrotron light sources. The spectrum of a dipole can be described analytically. If v is
the relativistic factor (depending on the beam energy), p is the radius of curvature (depending on the
magnetic field strength), then for wavelength A, we will have the following number of photons per second

l:

33/2 62,)/4 Ao 2 roo
N(t)=2— 2o K 1
0= (5) [ s )

per unit d\, where K53 is a modified Bessel function. Such spectrums are plotted in Fig

The expression includes the energy dependence through parameter y = % (equal to E/E, since the
energy and the wavelength can be converted to each other through equations £ = hf and ¢ = Af).
Because of this, it is convenient to express the spectrum on a relative energy scale, in units of critical
energy E, ﬂ If we plot this relative spectrum on log-log scale (Fig;7 we can notice that its low-energy

tail is straight (N ~ 1.3 xl/?’), and it has a high-energy cutoff before £ = 10 x F.

3.1.1 Fluxwise/powerwise generation

Even if we know the distribution of the SR energy, virtual photons can represent any number of physical
photons, so when we begin our Monte Carlo simulation, we still have the freedom to sample the spectrum
arbitrarily. We could, for example, generate virtual photons distributed evenly in a certain energy range,
or we could oversample energies with high photon flux (fluxwise generation), or concentrate on high
energy photons that carry most of the energy (powerwise generation). Choosing the correct strategy
depends on the task we need to solve.

Traditionally, SR calculations for engineering tasks concentrate on the SR power: when designing
chamber walls, absorbers and shielding, the thermal load can cause permanent damage, therefore detailed
simulations and an adequate cooling design is necessary.

If we are only interested in the heat load, it is therefore recommended to generate photons powerwise,
omitting low-energy photons. For example, limiting the generated photon energy to 0.1E. .. 20E.
contains more than 95% of the total power, whereas this range contains less than half of the photons
(speeding up a possible heat load simulation by a factor of two). Moreover, as we will see later in this
section, the high-energy part of SR is more collimated, and scatters with a lower probability, therefore
simulations converge relatively fast.

In accelerator design, however, low-energy photons are very important. The reason is that while
these photons carry less heat, even photons with energy as low as 4eV are ableﬂ to increase the dynamic
gas load through photon stimulated desorption, as described in chapter ?7.

6The critical energy is defined so that half the power of the SR is carried by photons with energy below it
74eV is an average photoelectric work function value for common metals
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Figure 4: Cumulative distribution functions for synchrotron radiation

As low energy photons are distributed over a larger angle, and they scatter more easily, they are
able to reach farther parts of an accelerator, where traditional heat load calculations show very little SR,
presence.

Considering the above, Synrad+ allows the user to choose between fluxwise and powerwise generation.
If ran for a sufficiently long time, both methods will yield the same result, however as statistical accuracy
increases with the number of traced virtual photons for heat load calculations, powerwise generation
will converge faster, whereas fluxwise generation will concentrate on low-energy photons calculating the
absorbed flux faster.

For both strategies, we generate photons using numerical inversion: at the beginning of a simulation,
we sample the energy range between 1 x 1071 E. and 100 E. on 5000 logarithmically increasing intervals.
For each interval we calculate the number of photons and the power it containﬂ Instead of the analytic
expressionﬂcontaining the integral Go(z) = fyoo K53, we use a fast numerical approximation method|7].
Summing these interval fluxes and powers, we construct one fluxwise and one powerwise cumulative
distribution function for the whole energy range, shown in Fig[d]

Once these cumulative distributions are stored in memory, for each generated photon, we reverse look
up uniformly generated random numbers and scale the interpolated (relative) photon energy with the
critical energy of the actual trajectory pointEI

Given the sampling at the beginning, the energy range [1071°..10%] E, presented above is the widest
for which simulation is possible in Synrad. The user can narrow the generated photon range for speedup,
though. In that case random numbers are generated only between the C.D.F. values of the lower and
upper energy limits.

3.2 Representation

As mentioned earlier, all our SR simulations are steady-state, so each traced virtual photon represents
a given SR flux. To assign a given physical flux and power to our virtual photons, we calculate the
following way:

e The total SR flux for an electron beam of a full revolution in practical units is
8.084 x 10'7 *E[GeV]*I[mA] photons/sec [9]
or 4.131 x 10* +y*I[mA] for a general particle, v being the relativistic factor

e Each of our short dipole sources at the pre-calculated trajectory points represents a fraction of the
full revolution:
revolution_ratio=dL/(2p)
with dL the trajectory step length andp the local radius of curvature

e We choose a starting point uniformly among the precalculated trajectory points. We would have
a full scan when we have chosen each starting point exactly once. As we choose starting points

8The power is the number of photons in the interval multiplied by the mean interval energy

91t is worth mentioning that one author has analytically approximated[S] the inverse of these C.D.F. functions by
splitting the energy range to three intervals, then expressing the inverse functions with a combination of regular and
Chebyshev polynomials with approximately 30 coefficients in each interval. That method allows direct generation of the
spectrum.
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Figure 5: Illustration of Synchrotron Radiation in the laboratory frame.
Source: fig.3. of [I1], based on [12]

randomly, we can express a full scan in statistical terms as having generated the same number of
test photons as the number of trajectory points. At this point, the number of scans will be 1. In

general, we can introduce the factor

# __ Fgenerated test photons
scans H#trajectory points

e Having all the quantities above, in case of fluxwise generation, one test photon will represent
K cal/virtual = Tevolution ratio * v * 4.131 x 10 % I[mA]/#scans (2)

photons per second.

Remarks:

e The power each test particle represents is the flux calculated above, multiplied by the average
photon energy for the whole SR spectrum |E|

e Consequently, if we generate test photons powerwise, the represented flux, calculated above, is
divided by the average photon energy for the whole energy range

e As mentioned earlier, the user can limit the photon generation range to a narrower range than
[10710..10%] E.. In this case two new factors are calculated, which describe what ratio of the full
SR flux and power spectrum is contained in the limited energy range. The reverse lookup process
for finding the photon energy and the representation above will be corrected by these factors. For
simplicity these correction factors are omitted in this description.

3.3 Vertical distribution and polarization

Synchrotron radiation from an accelerated particle has the highest intensity towards the direction of the
beam. The exact angular distribution depends on the particles energy, and is described by Schwingers
equation[I0]. A qualitative representation is seen in Fig[5|

Exactly 7/8 of the SR from a dipole is polarized parallel to the orbit plane[I3], and 1/8 orthogonal
to it. Because of this strong dominance of the parallel polarization, it is desirable to treat the two
components separately. The ratio between the parallel and orthogonal planes depends on the vertical
angle 1 between the observation point and the orbit plane.

The exact dependence can described analytically (eq. 13. of []). For a given vertical angle ¢ and
for a photon wavelength A, the two components can be expressed:

At ¢ =0
Ac 2 [ Ac
F (2/\70> = Fj(0) = K33 <2>\>

And generally at angle 1

Ac

10E,ug = 0.308E, for the range [10719..10%]E,
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Figure 6: Polarization components for different lambda ratios. Each plot has an X scale that depends
on the relative photon energy:

W = [-4/(BE/E:)"%.. + 4/(E/Ec)**]

Left: linear scale, Right: logarithmic scale

Fi(¥) =79 (1+9%9%) K73 ;\j\ (1+~%2)*”

where K /3 and Kj/3 are modified Bessel functions. The solution of this analytic expression can be
visualized (see Fig@ on a relative scale where the vertical angle is expressed in units of 7, and with a
different X axis range for each energy. Finally, we often use the expression degree of polarization which
is defined as Py, = (F” — FL)/(FH + FL).

We can notice that in the plane of the orbit the polarization is purely linear.

As the modified Bessel functions can be approximated, one approach to generate photons according
to this angular distribution would be to similar to the spectrum generation - construct the cumulative
distribution function for vertical angles between 0 and 7/2, as the function is symmetric (the first
version of Synrad in the 1990s used that method). However, this is computationally expensive: we need
to integrate a rather complex analytic expression for every generated photon.

I chose to numerically pre-calculate the integrals. However, several challenges need to be tackled to
sample the distribution for a large range of energies.

In Figlf] the curves for the different energies are similar, but not the same: I did not find a convenient
yet precise scaling method to derive all distributions from a single stored one, therefore I decided to
sample them for all energies.

We can see that the sampling must be performed on an angular range that depends on the energy
(corresponding to the fact that SR is more collimated for high energies). I have chosen to include all
the angles where the radiated flux is larger than 107'%th of the peak. I have found that setting this
sampling range to vy = [-4/(E/E.)%%.. + 4/(E/E.)%3%] is adequate for the range E/E. =[1E-10 ..
100], as shown on the surface plot

Taking advantage of the symmetry of the distribution, I have sampled one half of these surfaces
(individually for the two polarization components and also for their sum) the following way:

e Energy: Logarithmically in the range E/FE, =[1E-10 .. 100], along 121 values, with two consecutive
values having the ratio of 10! = 1.259

e yi: Linearly along 200 values from 0 to 4/(E/E.)%3%, with A = 0.005 * 4/(E/E.)°-3

e Post-processing: integrating and normalizing each line (corresponding to given E/E,. values), to
get a cumulative distribution function
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Figure 7: Flux distribution for the parallel (top) and orthogonal (bottom) polarization components, as
a function of the relative photon energy and the vertical angle. Please note that the angle range is
normalized for each energy between v = [—4/(E/E.)"3°.. + 4/(E/E.)"3]

And stored the resulting three tables of 121x201 values as input files, loaded at each startup of Synrad.

3.4 Horizontal distribution

Although information regarding the vertical distribution of SR from a dipole is abundant in literature, and
experimental measurement is straightforward (for example, using a photosensitive film after a collimator),
less information is available on the horizontal distribution: to measure it, we would require a sufficiently
short dipole source, where the beam rotation is small compared to the horizontal distribution. As Synrad
treats the beam as a succession of such tiny dipoles, we need the angular description of such short sources.
We refer to [14] which derives the angular distribution from the far field expression of a point charge.
The analytic solution presented there for the field strength of the two polarization components is:

fi = (1472627 (1 = 4267 + 29267 sin” )

fiL=-2(1+~%?) e 720%singpcosyp

and the intensity (flux) is the square of these. The expressions use the angles ¢ (elevation angle of
the observation point relative to the orbit plane) and 6 (angle between the local beam direction and the
observation point), as shown on Fig[§] expressed in terms of ¢ (vertical) and x (horizontal) angles.

Similar to the vertical distribution, instead of evaluating the analytic expressions containing 11
trigonometric and 15 power expressions for every generated photon, I can achieve a significant speedup
by pre-calculating and sampling the distribution.

Luckily for our case, the divergence of SR scales with 1/, therefore the 2-dimensional horizon-
tal/vertical distribution can be stored on a relative scale where the angles are expressed in units of y1)
and yx.

The distributions are symmetric both in horizontal and vertical directions (in the analytic expressions
angles are arguments of even trigonometric functions or are raised to squares), therefore it is sufficient to
evaluate only the first (positive) quarter of the full range. As shown in Fig@ the parallel component is
peaked at (¢, x) = (0,0), whereas the orthogonal exhibits a peak with an offset, creating four orthogonal
lobes around the beam direction in the SR pattern.

10
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Figure 9: Horizontal/vertical distributions of SR components originating from a short dipole for v = 100,
normalized to the peak flux at (¢, x) = (0,0)

In Fig@ (right) the sum of the two components is plotted on a logarithmic scale, revealing the ”dip”
on the horizontal axis, which is also visible in Fig[l4] (bottom right).

The problem with sampling these distributions is that they extend to a very large angular range (in
theory the full hemisphere around the beam direction), but their peak is contained in a very small solid
angle. Omitting larger angles where the distribution has small values is not an option: for any generated
vertical angle we need Synrad+ to be able to generate a valid horizontal distribution, so every ”line”
(fixed 17y value) of the digitized 2D map needs to have precise values in order to construct a cumulative
distribution function.

In practice, we can limit the sampled range, if we decide that as before the lowest photon energy
that we generate (which will have the largest angular divergence) will be Flowest = 10~10F,

With the vertical angle limited to 4 x E/E35 and E/E. =1 x 107'%in this worst case, we get the
largest angle, in units of gamma, as ¥,q, %y ~ 12500. Since as seen in Figl[T0] the vertical and horizontal
distribution has more or less the same range, for simplicity, we will for both angles sample between 0
and 10000/~. This sampling will need to concentrate on the very limited peak near (¢, x) = 0,0, but at
the same time contain values for all the range, therefore a logarithmic sampling is convenient (illustrated
in Fig[L0).

I have stored this angular distribution in three tables (parallel and orthogonal polarization and their
sum), as follows:

11
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Figure 10: Logarithmic sampling of the directional distribution of SR, with sampling focusing on the
narrow peak

e Vertical /horizontal angles, in units of 1/4: from 0 to 10000, sampled in 176 logarithmically in-
creasing intervals (so that the ratio of two consecutive intervals is 1.0965)

e For each v vertical angle, the distribution is integrated on the range of x values then normalized,
constructing therefore 176 cumulative distribution functions. (At the integration care must be
taken that the integration interval increases logarithmically)

4 Photon generation process

Having the energy, vertical and horizontal distributions in the memory, the exact photon generation
algorithm goes along the following steps:

4.1 Source point choice

During a simulation, as described earlier, SR sources are represented as magnetic regions, each storing
the ideal beam trajectory as a series of short dipoles. Among these trajectory points, one is chosen
randomlyE

If the user wishes to approximate the beam as ideal, we can use the position, direction, curvature
vectors and the critical energy stored in memory during the trajectory calculation. If, however, the
beams emittance is also taken into account, the pre-calculated position is offset according to two Gaussian
distributions describing the beam width. Depending on the type of the SR source, a position offset can
change the magnetic field (in case of a quadrupole, for example), in which case the magnetic field vector
is recalculated and the curvature and critical energy are updated.

4.2 Choosing photon energy

Depending whether the user generates virtual photons flux- or powerwise, one of the two stored cumula-
tive distribution functions describing the SR spectrum is used for a reverse interpolation. The resulting
relative energy is converted to absolute by multiplying with the local critical energy.

4.3 Choosing vertical angle

The photons "natural” vertical angle is generated the following way:

Knowing the relative photon energy (E/E.) from the previous step, in the preloaded vertical angle
/ energy distribution from section the two lines digitized for the energies just below and above the
searched energy are looked up by binary search.

11 have found that it is slower to interpolate the photon starting positions and beam / magnetic field properties between
the trajectory points, than to reduce the step length, and use more of these pre-calculated locations as photon starting
points. To give an approximate order of magnitude, it is suitable to model a simple dipole with 10.000 points, and not to
have more than a total of 1.000.000 trajectory points for all regions of the model.

12
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Figure 12: Quadratic interpolation in the C.D.F. results in a continuous p.d.f.

From the values of the cumulative distribution functions stored in these two lines (for a slightly lower
and slightly higher energy), an interpolated distribution is calculated for the searched energy.

Then a reverse interpolation is performed in this new distribution constructed on-the-fly, to assign
a vertical angle to a pseudo-random number. If the beam’s emittance isn’t considered to be zero, this
natural vertical angle is offset by a o; width Gaussian-distributed random number, to account for the
divergence.

4.4 Choosing horizontal angle

Similar to the previous step, the generated vertical angles lower and higher neighbors are looked up in
the angular distribution table described in section [3.4] an interpolated C.D.F. is constructed, then a
pseudo-random number is reverse interpolated to find the corresponding horizontal angle.

If the beam isn’t ideal, this natural horizontal angle is then also offset with a ¢/, width Gaussian-
distributed random number.

4.5 Reverse interpolating in a cumulative distribution function

During the photon generation process, we apply the numerical inversion method three times: we look
up a random number in a cumulative distribution function for the photon energy, then for the vertical
and the horizontal angles. I have experienced that for numerical inversion, linear interpolation is not the
most efficient method: if we assume that the C.D.F. is linear between the sampled points, then it will
correspond to a step function in the probability distribution function, illustrated in FiglTd]

This will result in discontinuity in the generated distributions, which we could compensate by increas-
ing the number of sampled points. This, however, increases both the memory requirement and the steps
required for the binary lookup. For larger tables, especially the vertical/horizontal angle distribution,
the sample size can be significantly reduced (without a noticeable change in the generated distributions)
by using quadratic interpolation, which takes into account adjacent points to make the first derivative
of the C.D.F. continuous, corresponding to a continuous p.d.f. This is illustrated in Fig[T2]

The forward quadratic interpolation (looking up a y value at a given x location) is a well-established
problem: for three data points (z1, 1), (2, y2), (x3,y3), the interpolated y = P(x) value and the y’ =
P’(z) derivative can be expressed by the Lagrange interpolating polynomials:
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Figure 13: Comparison of the linear (left) and inverse quadratic (right) interpolation methods, for the
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We, however, do the inverse: we look for the x value corresponding to a y value. Therefore we solve
the above equation for x, which will result in two rootﬂ one of which in our interest will be between
1 and xo. The improvement in the generated distribution - with the same number of sampled points -
is illustrated in FiglT3

Compared to generating photons by evaluating the analytic expressions, this sampling and reverse
interpolation method results in a speedup of more than 10x (see Fig.

4.6 Validity

The photon generation algorithm described earlier (without my optimizations) has been used in multiple
MC simulators including GEANT4[15], MAD-X[I6], and its validity is discussed in many places of
literature, of which a good summary is published in chapter 1.3 of [8]. Briefly:

e In reality, the spectrum is not continuous as we assume but discrete. However, for accelerator
applications the mode number will be too high to make this noticeable (n. =1E13 for 10 GeV
electrons)

e The spectrum is valid as long as the photon energy is small compared to the particle energy, which
is safe to assume for electron beams in modern (GeV) accelerators

e It assumes a homogenous magnetic field for each trajectory point, omitting edge effects of short
dipoles

e It does not include coherence effects of short bunches with many particles

As for my implementation, it can be tested against calculated data for real machines. Based on [I7],
I can analytically calculate the spectra for a bending magnet and a wiggler of the Brookhaven National
Laboratorys VUV Storage Ring, which operating from 1981 - was one of the first 2nd generation light
sources in the world. The referenced article gives a practical version of eq[T}

Flux(en)[photons/sec/0.1% bandwidth|=N*«a[mrad]*2.457E13* E[GeV]I[A]G1(en/E.)

where FE, is the critical energy, « is the horizontal bending angle, N is the number of wiggler half-
periods (1 in case of a bending magnet), E is the beam energy, I the beam current and

121 solved eq. for z with the symbolic solver Mathematica. The resulting expressions giving the two roots are too long
to state here.
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Figure 14: angular distributions for ~ 22 million fixed energy photons originating from a short dipole.
Left: generated by evaluating the analytic expressions (generated angles limited for speedup)
Right: generated by reverse lookup in sampled distributions

Table 2: Machine parameters of a dipole and a wiggler of the BNL VUV storage rings, as published in
[17).

VUV bending magnet U13U wiggler

Beam 0.745 GeV, 800mA

Magnetic field [T] 1.28 0.81 (max)
Radius of curvature [m] 1.91 3.06 (min)
Critical energy [eV] 472.3 298.8 (max)
Period length [mm] 100

2N (Half-periods) 45

Gily) =y / Kss(y)dy'
Yy

The article then integrates the SR light on a 5mrad horizontal opening and publishes the resulting
plots. Comparing my results to the analytically calculated examples test Synrad’s beam trajectory
calculation, photon energy and angular divergence calculation and ray tracing modules at the same
time.

Parameters for the bending magnet designated as VUVBM and the wiggler referred to as U13U are
summarized in Tabld2]

The magnetic regions in my simulation are described by 3000 points for the dipoles and 2200 points
for the wiggler, and SR patterns are registered on two textures of 300x200 and 180x200 cells. The
spectrum is vertically integrated on a 5 mrad wide opening. The simulation (Fig took 1 minute on a
standard desktop PC, during which 60 million test photons were generated.

Results, plotted in Fig are compared to the analytic formula (also plotted in Fig.1. of the original
article [I7]), and show a very good match. [

13The simulated flux results for the wiggler are slightly lower than the analytic calculations. It turns out that when using
a collimator to filter for 5 mrad angle, in case of the 2.25m long wiggler, the 5 mrad opening is not uniform along all its
length: the beginning of the wiggler sees the collimator at a slightly smaller angle than its end. Moving the wiggler back-
or forwards (so for example its center, instead of its beginning) is aligned with the dipole would change the results slightly.
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Figure 15: Synrad+ simulation of the VUV bending magnet and the U13U wiggler
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Figure 16: SR spectrum of the VUVBM bending magnet and the U13U wiggler of the VUV Storage Ring
of Brookhaven National Laboratory, as calculated by Synrads spectrum plotter tool and as calculated
analytically
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Figure 17: Reflection algorithm main steps in Synrad—+

5 Photon tracing

Once virtual photons are generated from a source, they are traced until they are absorbed or until they
leave the modeled region. Therefore, at every collision with a surface, reflectivity and photon scattering
must be taken into account. Both photon reflectivity and scattering from metallic surfaces are well-
established subjects. Many approaches exist to simulate them, from solving the Maxwell equations to
different levels of approximations, which in turn are faster to calculate. As our Monte Carlo codes aim for
possibly thousands or even millions of simulated hits per second on standard PCs, and usually a geometry
consists of thousands of facets, I chose methods which are acceptably accurate on a macroscopic scale,
at the same time dont slow down photon tracing excessively.

5.1 Photon reflection

Synrad+ uses the same raytracing engine as Molflow+. However, whereas in vacuum simulations re-
flection is usually executed simply (Lambertian reflection, optionally with a sticking factor), in case of
photons, the model, overviewed in Fig[T7]is more complex. Its steps are detailed as follows:

Upon collision with a surface, a virtual photon can be absorbed, transmitted or reflected. In Synrad+
it is possible to define surfaces where these probabilities are user-defined constants (for example, 70%
of the incident photons are absorbed, the rest reflected). I consider these cases to be straightforward to
implement therefore I dont detail them here.

For a real metal vacuum chamber surface, the reflection probability depends on the material itself,
but also on the wavelength (energy) and incident angle of the photon. The idea is that for each material,
we store a table of reflection probabilities for a range of photon energies and incident angles, and we
interpolate the exact value at each collision.

The model to construct such material tables is described in [I8], and can be summarized as follows:

The refractive index of a metallic surface, a complex number, can be calculated from the atomic
scattering factors agd }

n= ;—;)\Zn’ £(0) (4)

Where r. is the classical electron radius, A is the wavelength, and n’ is the number of atoms per unit
volume. The complex atomic scattering factor can be expressed as

f0)=fi+ifs

Where the imaginary part fo is derived from the atomic photoabsorption cross section, and the real
part f; can be obtained from the imaginary part through the Kramers-Kronig dispersion relation. I
obtained these factors from the Henke database [19] which contains these scattering factors for most
elements of the periodic table for energies between 30eV and 30000eV in a downloadable format.

1Gee Eq.1 of chapter 1.7 of [18]
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Figure 18: Real and imaginary components of copper refractive index
Left: Calculated from eq[]
Right: As presented on [21], containing data for low energies as well
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Figure 19: Copper reflectivity tables for different grazing angles (left) from [19] and Synrad-simulated
reflections (right) of SR from a dipole on a copper surface at different grazing angles

As for energies below 30eV (important for accelerator applications), I extend our refractive index
database for common vacuum materials from [20]. It is worth mentioning that at the moment of writing,
there is a significant effort to organize reflection data for many elements originating from various scientific
papers, and present them with references in an interactive and downloadable format on a website [21].

With the refractive index at hand (example in Fig, we can derive the reflectivity values using the
Fresnel formulas:

kiz - ktz 2

R=|r] = [

Where k;, = 2T”cos@ and ki, = 27”\/ n? — cos2f

Using the method above, I built a library of reflectivity tables for common materials, such as the one
plotted in Fig[T9| for copper, and stored it in Synrad+. I also let the user add his own materials through
CSV-formatted input files.

These input files apart from the reflectivity - also allow to specify a probability for photon backscat-
tering and transparent pass, useful in two special cases.
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LHC ring : ATLAS detector

Figure 20: The vacuum system of the LHC ring (left) and the ATLAS detector (right), in a Synrad-
importable geometry format. Horizontal distances between the beam pipes increased for visibility.
Images: Jan Sopousek (Brno University, CERN)
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Figure 21: Microscopic surface view of the LHC beam screen, measurements by Nicolaas KOS (CERN)

5.1.1 Sawtooth surfaces

When Synrad+ was used for a photon flux calculation problem in the LHC, the whole, 27 km long vacuum
chamber was imported, consisting of 200.000 facets and 2500 magnetic regions (each LHC dipole appeared
as two different sources in the two beampipes). The geometry, containing only the vacuum-related parts,
is shown for illustration in Fig[20]

The memory usage at this point was approximately 2 GB. The LHC beam screen has a sawtooth
profile (of 40 pm height and 500 pm pitch, as in Fig on a 14 mm-high strip centered on the plane of the
orbit, where practically all primary photons hit: since, as explained before, photons with near-orthogonal
incidence have low scattering probability, this geometry significantly reduces scattering of SR photons
down the beamline[22].

In theory, we could describe these surfaces without approximations, i.e. using one polygon for each
sawtooth period. However, this would prevent us from simulating such large structures. In our case,
modeling each saw-tooth indentation would increase the number of facets to 108 million (LHC length
divided by sawtooth period), which is impossible to keep in memory, and even if we could, ray tracing
would be extremely slow.

Therefore, to treat this problem, the need came to describe such periodic surfaces with a single facet,
and to include the forward- and backscattering through input files.

The forward- and backscattering probabilities can be determined by simulating a simple reflectivity
measurement (see Fig. 20 magnetic regions, representing quasi-straight dipoles of the same parame-
ters, emit photons of 10eV with 20 different grazing angles increasing in logarithmic steps.

Each region is separated from the others by opaque facets, so the emitted photons can either be
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Figure 22: Sawtooth surface model and reflectivity measurements in Synrad+-.
Geometry: Jan Sopousek
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Figure 23: Simulated forward- and backscattering probabilities of 10 eV photons from a copper sawtooth
surface

absorbed on the periodic sawtooth surface, or get reflected forward or backwards. The sawtooth surface
is assumed to be made of copper, applying the corresponding reflectivity table.

The forward- and backscattered photons are summed by textures on the target hemispheres, and the
ratios are summarized in Fig[23]

Having determined these values, we can repeat the experiment for different photon energies. With
these data, we can finally define the sawtooth beam screen as a special surface, described by a single
facet, where the input file contains not only single-value reflection probabilities, but for each energy and
grazing angle there is a probability for absorption, forward- and backscattering.

We can see in Fig[24] that replacing the periodic structure by such a facet, the reflection pattern is
nearly identical in the real and the approximated case.

One notable difference is that the real surface allows backscattering via two different geometrical
paths, which is visible through a bifurcation of the scattering pattern for low angles. Also, because the
teeth of the surface are tilted compared to the general wall direction, the reflected patterns have some
offset.
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Figure 24: Reflected SR pattern from a sawtooth surface (bottom) and from its approximation as a
single facet (top), with different grazing angles, increasing to the right

5.1.2 Transparency

Once our input files can contain several reflection components for each grazing angle and photon energy,
it is straightforward to extend the absorption, forward- and backscattering probabilities with a fourth
one: transparency. This allows modeling of vacuum windows made of Beryllium, for example. Such
a window is partially transparent to synchrotron radiation, but seals the vacuum chamber from the
atmosphere.

In the example below, we perform a simple radiation protection calculation, where we calculate how
much SR can get out from an aluminum vacuum chamber of 1 cm thickness.

First we obtain and digitize the aluminum mass attenuation coefficient for X-ray wavelengths from
the NIST material database (Fig. This graph is adjusted to include the Compton effect and pair
production for higher energies.

To get the ratio I/ of the incident radiation that traverses the aluminum, we use the equation

I =1Iyexp (—ua:>
p

where p = 2.69 gcm ™3 is the aluminum density, and

lcm

 sinf
is the path the X-rays travel in the aluminum wall (0 is the grazing angle).

With this information, we can fill all cells of the input file, each describing the ratio of transmitted
light for a given energy and grazing angle. The resulting transmission probability file is plotted in Fig[26]

Our simulation (Fig will measure the radiation that originates from a dipole and can escape from
a vacuum chamber. The chamber has a diameter that is reduced by a taper after the dipole. Three
targets are placed to measure the radiation outside the chamber: (1) placed just after the dipole, (2)
after the taper and (3) after the end flange that closes the chamber.

Since aluminum is almost perfectly opaque below energies of 10keV, I have chosen beam and dipole
parameters to include high energies that fall in the semi-transparent region. Simulation parameters are
summarized in Tabld3]
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Figure 26: Transmission probabilities of X-rays through 1 cm of aluminum
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Figure 27: Synchrotron radiation photons (green lines) originating from a 10 GeV beam (orange) bent
by a 15.6 T dipole escaping from a 1 cm thick aluminum chamber. External targets are marked with red
outlines; photon absorption locations are marked with red dots.
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Table 3: Radiation protection example simulation parameters

Beam 10 GeV, electrons
Dipole magnetic field 156 T

Radius of curvature / critical energy 2.138m / 1MeV
Photon generation range 10eV .. 10 MeV
Photon flux / power 1E18 ph/s, 52.5kW
Virtual photons generated 3 Million

Simulation time (avg. desktop PC) 30 seconds

1.00E+15
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1.00E+13

1.00E+12

Photon flux [ph/s/.1% bandwidth]

1.00E+11
10 100 1000 10000 100000 1000000 10000000

Photon energy [eV]

Full dipole flux Target 1 Target 2 Target 3

Figure 28: Transmitted spectrum results on the three targets of the radiation protection simulation

Results show that 29% of the dipole’s flux and 62.4% of the power can escape the vacuum chamber.
Since aluminum is more transparent at higher photon energies, the power ratio is as expected higher.
This is also visible on the spectrums recorded in the targets (in Fig.

5.2 Rough surface scattering

Many approaches exist for simulating photon reflection from rough surfaces. In general, these can be
classed into:

e Geometric optics methods, which either describe the actual surface with very high detail, or gener-
ate it according to a statistical distribution, then perform geometric ray tracing treating the surface
points as locally smooth. Usually these methods require storing (or generating on-demand) a large
number of polygons for a single surface, which isnt suitable for our simulations which already use
a large number of facets for the description of the accelerator geometry.

e Physical optics methods, based on electrodynamics, describing diffuse scattering based on the
Maxwell equations. The theory of diffuse scattering of EM waves from random rough surfaces is
described in detail in [24] and [25]. These methods are generally too expensive computationally
to include in a Monte Carlo simulation where thousands of collisions are expected to be simulated
every second.

My code uses therefore a mixed method that is based on a model presented in [26], applied in the
synchrotron radiation simulator Synrad3D, developed at Cornell University. That model uses the scalar
Kirchhoff theory [27],[28].

The statistical description of the surfaces assumes Gaussian distribution for the surface height vari-
ations (of rms o) and also for the transverse distribution (with autocorrelation coefficient T'). Although
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the code is closed-source, the mathematics behind it is published. I decided to implement it as Syn-
rad3D is an etalon in the electron-cloud community since several years to estimate the seeding position
of photoelectrons [29]. T have, however, applied approximations and optimizations to the model to bring
it to a speed that is acceptable for our simulations.

The theory, as described in [30] is as follows:

Upon colliding with a surface, a photon can be absorbed or reflected. The reflection probability
of the surface is determined the same way as with smooth surfaces, using the database for materials,
as described earlier in this section. If a photon is reflected, there is a certain probability that it does
it specularly. In this case, to get the new direction, we mirror the incident direction to the reflecting
surface. This specular probability is described by the Debye-Waller factor:

dmoy 2
A
In this expression y = cos(6;y,), with 6;, the angle between the incident direction and the surface
normal, A is the photons wavelength and o is the RMS surface roughness.
If based on the probability above - a reflection isnt specular, we apply the diffuse scattering model,

where the probability of a certain combination of the incident, outgoing and out-of-plane angles are
described by the equations:

Pspec (ya )‘) = exp

dFgisy _ J(y: A2, 9)
s JO (ya )‘)

2 00
((1zctrxyy))4 (1—a-cosp)’ge™ 3 Xom

g= <27m(§+y)>2

J(y7 )\’ x? (?b) =

Ty = L gga/m
m!m
(2 — 2? — y? — 2hcosg) 72

Az +y)?

q:

T=—
o

h=y1- (22 +y?) + 22y
h
a =
1+ 2y

In these expressions, © = cos (0,,¢) is the cosine of the reflected directions angle with the surface
normal, and ¢ is the "out of plane” angle, i.e. the angle of the reflected direction with the plane defined
by the incident and surface normal vectors.

As mentioned in [30], these expressions simplify in the g(o, A) >> 1 limit corresponding to technical
vacuum chambers and to high energy photons, for which typically ¢ >> A. In this limit, the distribution
can be described without the infinite sum:

dFairy  Ja(y,2,9)
ds2 o JaO (y)

where )
(14 2y)

e Y cosg) e

Jo (y,x,0) =

1 ™
Jao (y) = [ dx [ déJa(y,z,9)
—T
As a compromise between the speed and accuracy, my code uses this high energy approximation (it

would be numerically impractical to calculate an infinite sum at every photon reflection with an accept-
able speed). However, even this approximation uses a formula that consists of too many mathematical
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Figure 29: Angle notation for the reflection model in Synrad+

0,=0.45

Figure 30: Diffuse reflection directional distributions for 3 different 6;,, incident angles at 7 = 30

operations to evaluate efficiently (four power operations, two multiplications, three sums and one trigono-
metric function - and the integral for all angles). By plotting the distributions, however, it is possible to
notice their characteristics that give way to simpler, analytic approximations.

We are interested in the scattering angle df = 6,,: — 0;, and the out-of-plane angle ¢, shown in
Fig[29]

Plotting the diffuse part of the scattered distributions on the 6,,;¢ plane (Fig, we can notice that
the distributions are Gaussian-like, with a different width in the two angular directions, and the peak is
at the specular reflection point (6t = 6in,¢ = 0).

I have therefore approximated these distributions as bivariate Gaussians, and made an attempt to
describe the standard deviations for both angles analytically, as a function of the roughness ratio 7 and
the incident angle 6;,,.

To determine the standard deviations, for each 6;, incident angle, I have used a root finding algorithm
to find the offsets df and ¢ at which the value of the distribution is exp(—1/2) ~ 60.6% of the peak
value (Gaussian distributions have this value at their 1o offset).

Results show that the width of the df distribution is the same for all incident angles, and depends
only on the surface roughness, described in our case by the parameter 7. We get the best fit if we choose
a Gaussian with o9 = C//7, which has the physical meaning that the more the surface is rough, the wider
our angular distribution becomes for the scattered photons.

As for the out-of-plane angle ¢, the case is more difficult, as the width of the distribution depends
on the incident angle and the surface roughness. The dependence on the latter can be quickly found to
be similar to the scattering angle, o4 ~ 1/7.

Executing the root-finding algorithm for 100 distinct 6;,, values shows (Fig that the width of the
¢ distribution shows a near-hyperbolic dependence on the incident angle, suggesting to try fitting with
an analytic function similar to 0 = A * 0~! * 7!, Using the best fit for parameter A, a second fitting
run, introducing a correction factor added to the hyperbolic term has resulted in a very accurate fit, as
seen on Fig[31] The final solution is summarized in Tabld4]

Comparing the original distribution with our Gaussian approximations shows practically perfect
match for most incident angles. The exception is the when the incident photons are almost parallel to
the surface (1.55 < 6;, < m/2) where the shape of the out-of-planes distribution is somewhat different
(Fig]32).

This discrepancy could be solved by fitting a higher order expression or by fitting different functions
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Figure 32: Angular distributions of the analytic expressions, as published in [30] and their Gaussian
approximations in Synrad, for a near-parallel incidence 6;,, = 1.56 and 7 = 100

27



Table 4: Fit parameters for the reflection angles

. Gaussian, mean—==6;
Scattering angle 6,,; o 2.9267 o
0= ———
Gaussian, mean=0
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Figure 33: Specular reflectivity test in Synrad—+
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for different domains of the incident angles. As these practices would cost computation time for all
incident angles, I have decided to not implement them for the moment.

5.3 Validation

As results of the model I approximate are published in [30], a practical benchmarking of my approximation
can be done by simulating a reflectivity measurement in Synrad+. I set up five identical dipole sources,
each surrounded by a long and narrow tube. The highly collimated SR light exiting the tubes was then
projected to surfaces tilted at different angles.

5.3.1 Specular reflectivity

At this test, the five reflective surfaces were placed so that the grazing angle of the incident photons were
0.5, 1, 2, 5 and 10 degrees, respectively. I calculated the specular part of the reflected light by placing
and carefully aligning five very small targets in the specular direction. That way the diffusely reflected
light, which is distributed over a larger solid angle misses the targets, so measuring the spectrum on the
targets gives us information of the specular par{’’] Simulation parameters are summarized in Tabldp|
and an overview is shown in Fig[33]

Having the spectrum of the incident flux and the specularly reflected photons at each target, for every
photon energy, we can calculate the specular reflection ratio. This allows comparison with published data
from Fig.2 of [30]. As shown in Fig the simulated ratios match reasonably well with the Debye-Waller

15Strictly speaking, the small targets in the specular direction also collect the peak of the diffuse part, however my
measurements show that its flux is negligible compared to the specular flux.

Table 5: Synrad+ simulation parameters for the specular reflectivity test

Beam 1 GeV, electron, 1 mA
Dipole 0.3T, 1 mm length
Collimators 20 cm length, 10 pm diameter
Surface roughness 0=100 nm, 7=100

SR generation 1..250 eV, with F,=199.4 eV
Generated photons 400 million

Photons reaching targets 1 million

28



o
~

o
<))

o
>

Specular reflection ratio
o
w

e
w

©
N

o
[N

o

Energy [eV]

O 0.5 (simulated) 1 (simulated) O 2 (simulated) O 5 (simulated) O 10 (simulated)

——0.5 (analytic)

1 (analytic) =2 (analytic) =5 (analytic) = 10 (analytic)
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Table 6: Synrad+ simulation parameters for the diffuse reflectivity test

Beam 3 GeV, electron, 1 mA

Dipole 1T, 1 mm length

Collimators 20 cm length, 10 pm diameter
Surface roughness 0=100 nm, 7=100

SR generation fixed at 6000 eV, with E.=5983 eV
Generated photons 225 million

Photons reaching targets 2.5 million

factor, except for some imprecisions at very low energies (where the incident flux is low) and high energies
(where the reflected flux is low).

5.3.2 Scattering and out-of-plane angles

In this test I measure the angular distribution of the diffusely reflected pattern. Compared to the previous
setup, in this case only a fixed energy of the SR spectrum is generated, and the targets are larger, each
containing a texture of 1042x201 cells. The reflective surfaces are tilted at 1, 2, 5, 10 and 20 degrees, and
the targets are placed exactly 5cm from the reflection point, so that each texture cell location on their
surface can be converted to df, ¢ angles by trigonometric formulas (the targets are centered around the
specular reflection point).

The test parameters are summarized in Table@ and the angular distributions are calculated (Fig
from the texture values, for comparison with data published in the original article (Figures 5 and 6 of
[30)).

Comparison shows the aforementioned discrepancy for low grazing angles, most visible for the out-
of-plane distribution for 1 and 2 degrees (my code approximates the distribution to be wider than the
analytic solution). For other incident angles the difference is negligible. Depending on the frequency of
Synrad+ usage for very low grazing angles, it might be necessary in the future to perform the analytic
approximation of the out-of-plane angle by fitting several functions on different domains. That would
yield a better match for low grazing angles, at the expense of making the code somewhat slower and
more complex.

5.4 Low-flux mode

When presenting my ultra-high vacuum simulations in chapter 7?7, I mentioned that large pressure
differences cause a problem since for every test particle in the low pressure region, we might need up to
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Figure 35: Diffuse reflectivity test in Synrad+
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Figure 36: Comparison of scattering angle (left) and out-of-plane angle (right) distributions on a rough
surface of ¢ =100 nm and 7 = 100, for 6 keV photons, simulated by Synrad+ and as published in Figures

5 and 6 of [30]
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Figure 37: Synrad+ low flux mode overview

thousands of traced particles in high pressure regions.

We face a similar problem during SR simulations: as described later in chapter 7?7, in some cases we
need to simulate 7 orders of magnitude of flux density. In such a case, for a single Monte Carlo hit in
the low flux regions, 10 million test photons are traced in the high-flux parts.

A way to mitigate this problem is to dynamically change the represented photon flux of a test photon
as we trace it in our system. When a test photon is generated, it represents a certain number of real
photon flux, the exact number expressed in eq[2l When this test photon hits a reflective surface, there is a
certain probability that it will be reflected, otherwise it will be absorbed locally. Our random generators
assure that the ratio of reflected photons will match the surface reflectivity.

If this reflectivity is small, for example 10%, then the chance of - lets say - 5 consecutive reflections
is very low (0.1° = 0.00001), meaning that to register a single hit on areas reachable only by 5 or more
reflections, 100.000 test photons are required on average.

We can therefore change the algorithm and as shown in Fig[37] do ray-tracing in such a way that
the photon is always reflected, but after the reflection the real flux it represents is reduced. If R is the
surface reflectivity, and Fj, is the photon flux it represents at incidence,

e the photon will be reflected, and the outgoing photon will represent F,,; = R x Fj, flux of real
photons

e and (1 — R) * F},, absorbed flux will be registered at the reflection point (in form of textures, etc.)

In this case, however, we must assure that the ray-tracing eventually stops. I let the user define a
cutoff ratio. If the ratio of the test particles actual representation (reduced through multiple reflections)
and the original representation falls below this cutoff ratio, we eliminate the photon.

As a thumb rule, if the user is interested in N orders of magnitude of flux density, then the optimal
cutoff ratio is 10~ 7.

This low flux mode was implemented for the simulation of low-flux areas of the SuperKEKB inter-
action region (see section ?7). We were interested in 9 orders of magnitude of flux density, calculations
often requiring overnight simulations. In Fig the result of this low-flux mode (with cutoff ratio of
1E-7) is compared to the standard algorithm after 3 million traced hits.

31



[ ] Synrad+ 1.3.7 (May 22 2015) [test-lowfluxsyn7z] -olEd e Synrad+ 1,37 (May 19 2015) [test-normal.syn7z] - o
Fie Fagons Seleoion Toos Facet Verex Vew Test

Fle Pegons Selection Todks Facet Verlex View Test

(V877 31142 Din2575.58 80003, 1631
213D Viewer settings

[ Rules [ Nomals [ 07
(lies [ Lesks [ His
% Volume [+ Testwe [ Fiteiing
[~ Vertces [ Indces | Mare.. |

V5877 342 Dini{275.58 80003, 1631
D Viewer settings

" Rues [ Nomals [ @7
(lines [ Lesks [ His

¥ Volume ¥ Textue [ Fieiing
[~ Vetices [~ Indces | More.. |

) Selected Facet (none)
Stcking facto:

Feflcton [ =)
e —
Opaciy: )
Area etk ([
Telepott to facet # [
Croer | ) (| )
I ———

Recard

e
B e —
s [0
Opaiy —
#vea (ol /)
Telepotttofacet # [
Crrre) | ) (o0 )
Profile: =
e [P

Detais. | Coord

Fesme || eset Fesume | [ Resst |
Mods [Fuunsise = Vode [Flowie ()

His [25Mn ROKR
Gen [35i1Kgen 2377 gens)
Leaks fl00003
Dose. [Sen21 F-127e+020 P=12e+00.
Tme [Sopped:002437

His 2SS (B KNV
Gen (120 Hgen (7115 gens)

Leaks fNone
Dose. [Gon73 F=127e+020 P=119+0
Tme [Sopped 00282

Toxture Scal Texture Scali

Texture Current

Mn [ [~ Autoscale [+ Use colom
008 P11 b azuE-00s

Max  [1000E:01 (¥ Logscale Swap[2026M8

r Texture Rango —————————————————
M [OOED [ Auoscde (v Use colomap

Max  [1000E:019 (¥ Logscale Swap [2024M8

M 46796-011

el Setto curent_| bz LEEDD oo cetto curent ] Max: 160964019
 Gradient
10068 10068

100e10 100612 10014 100e16 100618 100e10 100612 10014 100e16 100618

Flux (ph/sec/er x|

e Ties0B_ 265
[Fron Top [ Sice [0, (=)

Fuo ph/sec/enie)

10504018 357

ot | Top | Sice [0t [

Figure 38: Flux density of the SuperKEKB interaction region, after 3 million Monte Carlo hits, simulated
with low-flux mode enabled (left) and disabled (right), shown on the same color scale. While flux density
values are exactly the same for high-flux areas (blue/violet colors), low-flux areas (red, yellow) have
significantly more statistics with the low-flux mode enabled.
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